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Abstract. We show a computationally efficient approximation (cf. [1])
of a full analogy model [2, 3], implemented in a computer program, and
tested on the CoNLL2000 chunk tagging task [4], putting clause bound-
aries around mainly np and vp phrases. Our implementation showed to be
competitive with other memory based learners. It deviates only slightly
from the theoretical model. First, it implements a version of homogene-
ity check, which does not account fully for nondeterministic homogeneity.
Second, it allows feedback of the last classification, and thirdly it allows

centering on some central feature positions. Positions containing a) those
parts-of-speech tags and b) those words that are to be given a chunk tag

are given a weight which is given by how many match patterns that are

equally or more general. A match on two centered features gives its pat-
terns an extra weight given by the number of features. The results can

be summarized as follows: a) using only lexical features performs below

baseline. b) The implementation without anything extra, performs as the

baseline for five parts-of-speech features, and centering improves the re-

sults. c) Feedback on its own does not improve results, while feedback +

centering improves results more than just centering. Feedback on its own

makes results deteriorate. The results exceed F=92, which is comparable

with some of the best reported results for Memory Based Learning on
the chunk tagging task.

1 Introduction

Analogical modeling (AM) is a (memory based) method to evaluate the ana-
logical support for a classification [2,3,5]. Chandler [6] suggested AM as an
alternative to both rule based and connectionist models of language processing

and acquisition. AM defines a natural statistie, which can be implemented by
comparisons of subsets of linguistic variables, without numerical calculations [5].

The natural statistic works as a selection mechanism, selecting those patterns in

the database which most clearly points out a class for a novel pattern.

The original AM model compares all subsets of investigated variables. This

may cause an exponential explosion in the number of comparisons, which has
made it difficult to investigate large models with many variables (> 10) combined
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with large databases. Johnsen and Johansson [1] gives an accurate approximation

of AM, which considers all analogical support from the database. The essential

simplification (ibid.) is that each exemplar in the database only contributes with

its most specific match to the incoming pattern to be classified. This provides a

basis for directly comparing Skousens model to other models of memory based

learning (MBL). In MBL, an example E is classified as belonging to category

C by computing the score of E by going through the whole database. Skousens

model requires the computation of the full analogical set for E, which we can

now show to be approximated with resources that are close to a linear search

through the database. The Johnsen and Johansson [1] approximation reduces

the time complexity of the full analogical algorithm, but it may also simplify the

addition of mechanisms such as feedback of the last classification, and putting

focus on central features. The results imply that memory based learning met hods

are related by their evaluations of the nearest match set, where typically MBL

only selects nearest neighbors. The AM model always considers all members of

the database.

We will demonstrate that the proposed approximation reaches a high level

of performance on a popular tagging task [4], if the algorithm is extended by
mechanisms to focus on relevant features, as well as a mechanism of feedback of

the latest classification. Without these additional mechanisın, analogical mod-

eling gives fairly low performance on this type of larger scale tasks that involve

ambiguity and selecting a best alternative.

The implementation deviates slightly from the discussed, theoretical model.
First, it implements a sloppy version of homogeneity check, which does not

account fully for nondeterministic homogeneity. Second, it allows feedback of

the last classification, and thirdly it allows centering on some central feature

positions. The positions containing a) the parts-of-speech tags and b) the words
that are to be given a chunk tag are given a high weight, and their immediate left

and right context are given a lower weight. The weights are multiplied together
for every matching feature position.

The results can be summarized as follows: a) using only lexical features per-

forms below baseline. b) The implementation without anything extra, performs
as the baseline for five parts-of-speech features, and centering improves the re
sults. c) Feedback on its own does not improve results, while feedback + centering

improves results more than just centering. Feedback only makes results deterio-

rate. The results reach F=92, which is comparable with the best reported results
for Memory Based Learning on the task.

We can show a computationally efficient approximation of a full analogy
model, implemented in a computer program, and tested on the CoNLL2000
chunk tagging task. This showed to be competitive with other memory based
learners.

An empirical confirmation of the computational complexity showed a very

slow increase with an increased number of features, although processing times
increased with more demands on memory, an effect which is likely due to limits
on internal memory.
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